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Prediction in Traffic Accident Duration Based on 
Heterogeneous Ensemble Learning
Yuexu Zhao and Wei Deng

College of Economics, Hangzhou Dianzi University, Hangzhou, China

ABSTRACT
Based on millions of traffic accident data in the United States, 
we build an accident duration prediction model based on het-
erogeneous ensemble learning to study the problem of acci-
dent duration prediction in the initial stage of the accident. First, 
we focus on the earlier stage of the accident development, and 
select some effective information from five aspects of traffic, 
location, weather, points of interest and time attribute. Then, we 
improve data quality by means of data cleaning, outlier proces-
sing and missing value processing. In addition, we encode 
category features for high-frequency category variables and 
extract deeper information from the limited initial information 
through feature extraction. A pre-processing scheme of acci-
dent duration data is established. Finally, from the perspective 
of model, sample and parameter diversity, we use XGBoost, 
LightGBM, CatBoost, stacking and elastic network to build a 
heterogeneous ensemble learning model to predict the acci-
dent duration. The results show that the model not only has 
good prediction accuracy but can synthesize multiple models to 
give a comprehensive degree of importance of influencing 
factors, and the feature importance of the model shows that 
the time, location, weather and relevant historical statistics of 
the accident are important to the accident duration.
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Introduction

With a rapid development of global urbanization, the traffic congestion has 
become an increasingly serious problem. Traffic congestion can have signifi-
cant adverse effects on the economy, society and the environment. Any traffic 
incidents that reduce safety and slow down traffic speed, such as accidents, 
leakage of hazardous materials, are one of the main factors contributing to 
traffic congestion (Mfinanga and Fungo 2013). Traffic congestion is usually 
divided into recurrent and non-recurrent traffic congestion (Dowling, 
Skabardonis, and Carroll et al. 2004; Hojati, Ferreira, and Washington et al. 
2014). Recurrent traffic congestion occurs when the road is beyond its capa-
city, while non-recurrent congestion is a temporary reduction in normal 
capacity caused by incidents, maintenance work or construction activities, 
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and special events where peak demand is higher than normal (Aldeek and 
Emam 2006). In order to facilitate the managers to better manage traffic 
incidents, further improve traffic safety, reduce the loss caused by traffic 
accident congestion, and ensure the travel safety of travelers and the quality 
of travel services, thereby reducing the traffic operation burden and alleviating 
traffic congestion, the question is of great significance to the study of the 
duration of the accident.

Incident duration refers to the time elapsed from the occurrence of the 
incident to the removal of all evidence of the incident from the scene (Valenti, 
Lelli, and Cucina 2010). Haule, Sando, and Lentz et al. (2019) gave a different 
definition of incident duration, which is divided into four stages: detection, 
response, clearance, and recovery, of which some stages ignore incident 
detection time or recovery time. In recent years, much attention has been 
devoted to predicting the duration of traffic incidents. The methods for the 
duration of incidents mainly include risk-based models (Li, Pereira, and Ben- 
Akiva 2015; Nam and Mannering 2000; Hojati, Ferreira, and Washington et al. 
2013), regression model (Khattak, Liu, and Wali et al. 2016; Wang, Chen, and 
Zheng 2013), fuzzy model (Dimitriou and Vlahogianni 2015), Bayesian net-
work (Cong, Chen, and Lin et al. 2018; Demiroluk and Ozbay 2014; Ozbay and 
Noyan 2006) and machine learning model (Hamad, Khalil, and Alozi 2020; 
Ma, Ding, and Luan et al. 2017; Tang, Zheng, and Han et al. 2020).

Compared with methods, such as risk-based models, regression models and 
fuzzy models, machine learning methods have higher accuracy in incident 
duration prediction, a wider range of applications and significant advantages. 

Figure 1. Heterogeneous integration stacking process.
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Hamad, Alruzouq, and Zeiada et al. (2020) used a data set containing more 
than 50 variables from more than 140,000 incidents records in the Houston 
metropolitan area of Texas, who established random forest (RF) models to 
predict incidents with duration ranging from 1 to 1440 minutes and 5 to 
120 minutes, and compared with artificial neural networks (ANN), the results 
showed that the mean absolute error (MAE) of the random forest model was 
14.979 minutes and 36.652 minutes for the two events, respectively. Ma, Ding, 
and Luan et al. (2017) used 1366 incidents data and historical weather data 
from Washington in 2012 to divide incident clearance time into two categories 
with 15 minutes as a threshold, established gradient boosting decision trees 
(GBDT) to predict incident clearance time. By comparing the different para-
meters of the model, the mean absolute percentage error (MAPE) of the long- 
duration and short-duration optimal models are 33.13% and 16.44%, respec-
tively. Compared with BP neural network, support vector machine (SVM) and 
RF, GBDT is better than the other three models in predicting the clearance 
time of two categories of events. Tang, Zheng, and Han et al. (2020) used 
XGBoost algorithm to study 2565 incidents clearance time in a high incident- 
occurrence area of Washington in 2012. They used the K-means to cluster the 
data into 2 categories, and then used XGBoost to predict the incident removal 
time of the two clusters. Their results show that the performance of XGBoost 
in the two clusters is better than SVM regression, RF and Adaboost, MAPE is 
34.8% and 22.1%, respectively, and the important factors that affect the 
incident clearance time are the annual average daily traffic, event type, 
response time and lane closure type.

In addition, there are researchers who specialize in comparative investiga-
tion on multiple methods. Hamad, Khalil, and Alozi (2020) compared the 
effects of regression decision tree, SVM, ensemble tree, Gaussian process 
regression (GPR) and ANN models in predicting the duration of traffic 
incidents based on 110000 short-time event records containing more than 
50 variables (duration ranging from 5 minutes to 120 minutes), In terms of 
MAE, SVM is better than other models. However, in terms of root mean 
square error (RMSE), SVM is the worst and GPR is the best. In terms of 
training time, regression decision tree requires the shortest training time, 
while SVM and GPR require a longer training time. By calculating the con-
gestion delay index, Lin and Li (2020) studied the duration of four different 
traffic conditions after traffic accidents based on crowdsourcing data. A total of 
13,338 traffic accident records in Beijing in 2017 were used to verify and 
compare the effects of RF, SVM and neural network (NN). The results show 
that the NN model performs better than the other two models in most cases.

In view of the shortcomings of most previous studies, such as small data 
volume, limited application region, and lack of upstream and downstream 
information of the event, Moosavi, Samavatian, and Parthasarathy et al. 
(2019b) used points of interest in accident prediction for the first time. In 
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addition, large heterogeneous data of about 2.25 million traffic events occurred 
in the United States from February 2016 to March 2019 were collected, 
expanded, sorted, and created. Based on the comprehensive data collection, 
the model is divided into accident and non-accident classification problems, 
and a deep-neural-network-based accident prediction model named deep 
accident prediction (DAP) is established for real-time aident prediction, and 
compared with the logistic regression (LR), gradient boosting classifier (GBC) 
and deep neural network (DNN) models, the results show that the perfor-
mance of the model is superior.

From the perspective of research objects, previous studies on accident 
duration were mostly dependent on the modeling of a certain highway, certain 
city, certain province or state, which had the disadvantages of small sample 
size and limited application region. On the other hand, from the selection of 
influencing factors related to the accident duration, part of the prediction of 
the accident duration includes some information that can only be obtained 
after the accident, but in fact, the information available at the time of the 
accident is very limited, so it is not meaningful to use too many factors to make 
prediction. Moreover, earlier reasonable prediction of the accident duration 
will be conducive to the follow-up rescue work of relevant departments and 
provide better travel service quality for driver. From the perspective of 
research methods, the research methods of event duration in recent years 
mainly include risk-based model, regression model, fuzzy model, machine 
learning model and so on. With the development of the era of big data, the 
application of machine learning is more and more widely, tree-based models 
have high accuracy and interpretability and can also be applied to large data 
sets. In addition, most of the researches only build models after simple data 
cleaning on the basic data and fail to explore the deeper relationships between 
variables through feature engineering, and most of the researches only use one 
model to give the final result, and fail to combine multiple models. The 
advantage of combining multiple models can make the final result more 
valuable for reference.

Therefore, in the present study, we use ensemble learning to investigate the 
problem of accident duration prediction in the initial stage of accident, our 
contributions in this paper are as follows. (1) This paper is based on an earlier 
stage of the accident to study the problem of predicting the duration of traffic 
accidents, and a large data set of traffic accidents with more than one million 
records is taken as an example to meet the needs of the era of big data and 
make the results more valuable and general; (2) We process the original data 
through data cleaning, category feature coding and other means, and extract 
deeper information from limited initial information through feature construc-
tion. A data pre-processing scheme for accident duration is established and 
data quality is further improved; (3) Considering the accuracy, interpretability 
and stability of the model comprehensively, we construct a heterogeneous 
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ensemble learning model for accident duration prediction from the perspec-
tive of model, sample and parameter diversity. The model can give the 
comprehensive influence of relevant factors of multiple models on the predic-
tion of accident duration while maintaining good prediction effect.

Data Preprocessing and Feature Engineering

Data Description

In this paper, data are selected from the data set “US Accidents” published by 
Kaggle (Moosavi, Samavatian, and Parthasarathy et al. 2019a), which is a 
nationwide data set for accidents in 49 states in the US, spanning from 
February 2016 to June 2020. Since the original data comes from two APIs. 
Taking into account the unity of data metrics, the car accident data provided 
by API MapQuest with the majority of data are selected for research.

The focus of this paper is to consider how to better predict the duration of 
the accident through some relatively easily available variables when a traffic 
accident is verified. Therefore, variables that can only be obtained after the 
accident, such as the description of the accident and the severity of the 
accident, will be discarded. Through screening, the feature of the traffic 
attribute, location attribute, weather attribute, points of interest (POI) attri-
bute, and time attribute selected in this paper are shown in Table 1.

Data Preprocessing

Data errors may occur during data recording and transmission, since the End 
time of a few records is earlier than the Start time, the Start time and the End 
time of this part of data are swapped, and the accident duration is calculated by 
the difference between the End time and the Start time. The data set is divided 
into training set, offline test set and online test set in a ratio of 98:1:1 (Raschka 
2015), which the offline test set is used as reserved samples and online test set 
was used to simulate future data to measure the final model effect. Then, 
discard the records with the End time of the training set later than the earliest 
Start time of the test set and finally get a total of 2366002 initial training set 
data, the time span is from February 8, 2016 to May 14, 2020, and there were 

Table 1. Original basic characteristics.
Attribute Characteristic variable

Traffic TMC, Start time, End time, Start lat(latitude), Start lng(longitude)
Location Street, Side(right/left), City, County, State, Zipcode, Airport code
Weather Temperature(F), Wind chill(F), Humidity(%), Pressure(in), Visibility(mi), Wind direction, Wind 

speed(mph), Precipitation(in), Weather condition
POI Amenity(true or false), Bump, Crossing, Give Way, Junction, No Exit, Railway, Roundabout,  

Station, Stop, Traffic Calming, Traffic Signal, Turning Loop
Time Timezone, Sunrise sunset(day or night), Civil twilight, Nautical twilight, Astronomical twilight
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24143 records in the offline test set and online test set, respectively, from May 
14, 2020 to June 30, 2020. In the initial training set, the average duration of the 
accident is 50.50 minutes, the quarter-quantile, median and third-quarter 
quantile are 29.7 minutes, 44.27 minutes and 59.67 minutes, respectively. 
The longest accident duration is 336960 minutes and the shortest is 0.27 min-
utes, both of which are likely outliers.

Outlier Value Preprocessing
Outliers refer to observations that clearly deviate from the rest of the observa-
tions. Common outlier detection methods in statistical methods include 
Z-score method and interquartile range (IQR) method. The Z-score method 
assumes that the data obeys a normal distribution, while IQR does not depend 
on a specific distribution and has a wider range of applications. Considering 
that when IQR is used to detect outliers, some abnormal points cannot be 
properly processed. Therefore, the reserved samples is used as a reference to 
delete records with obvious abnormal data in the training set. That is, the 
minimum and maximum values of the reserved samples are used as the 
boundary, and the data that exceeds this boundary a and b is screened out 
in the training set, then delete the records that belong to data smaller than 
Qa

1 � 1:5ðQa
3 � Qa

1Þ or larger than Qb
3 þ 1:5ðQb

3 � Qb
1Þ among these data. The 

variables with obvious outliers are preliminarily determined by the distribu-
tion diagrams of the training set and the reserved dataset, including 
Temperature, Visibility, and Wind Speed. After the above steps, delete records 
with obvious abnormal values. Considering the time span of the reserved 
samples, the temperature variable in the training set only deals with abnormal 
data greater than Qb

3 þ 1:5ðQb
3 � Qb

1Þ. In addition, we observed outliers in the 
duration of accidents in the training set, so 12 records with duration less than 
or equal to 2 minutes and duration greater than 100,000 minutes were deleted.

Missing Value Processing
Data loss may also be caused in the process of data recording and transmis-
sion, so data loss is inevitable. Similarly, there is missing data in this data set, 
which is shown in Table 2.

Table 2. Missing data.
Feature Missing rate(%) Feature Missing rate(%)

City 0.0021 Wind direction 1.4068
Zipcode 0.0128 Wind speed(mph) 14.0116
Timezone 0.0854 Precipitation(in) 62.9072
Airport code 0.1708 Weather condition 1.9682
Temperature(F) 1.6342 Sunrise sunset 0.0022
Wind chill(F) 58.7179 Civil twilight 0.0022
Humidity(%) 1.7422 Nautical twilight 0.0022
Pressure(in) 1.4040 Astronomical twilight 0.0022
Visibility(mi) 1.9697
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The missing rate of Wind chill and Precipitation is higher than 50%. If 
they are filled in, large errors will be introduced, so these two variables are 
discarded. According to the missing variables, we divide the training set 
into a non-missing training set denoted by Trn, missing training set 
denoted by Trn2, and non-missing offline test set denoted by Tes1 is 
used for evaluation. In consideration of data volume and prediction effect, 
Trn is divided into training set Trn1 and validation set Val1 at a ratio of 
3:1, and the variables are processed in different situations.

(1) City, Zipcode, Timezone, Airport code

City, Zipcode, Timezone and Airport code are closely related to location. 
They can be predicted well by the latitude and longitude, so the longitude 
and latitude of the accident are selected as input variables. We choose 
k-nearest neighbor (KNN) (Cover and Hart 1967) to fill it and use the 
grid search method to select a reasonable value of K, that is, according to 
the performance on Tes1, the approximate value range is first determined 
by a large step size, and then the optimal value of K is determined within 
this range.

In addition, in the variable of Zipcode, some codes are specific to 9 digits, 
while some only have 5 digits, such as “43068–3402” and “45176”, therefore, in 
order to better fill it, the fuzzy 5-bit code is taken as the filling target. For 
variables, such as City, 5-digit Zipcode, Timezone and Airport code, when  
K ¼ 1, KNN has the highest prediction accuracy, which are 97.93%, 96.94%, 
99.99% and 99.26%, respectively. Therefore, the case of  K ¼ 1 is selected to 
make a predictive filling of the truly missing data.

(2) Wind direction, Weather conditions, Side

Since the factors related to Wind direction and Weather conditions are too 
complex, the prediction of these two variables by available variables cannot 
achieve ideal results. Similarly, for better filling, we divide the Weather conditions 
variables into sunny, cloudy, overcast, rain, snow, haze, fog, sand, smoke, ice 
pellets, hail, rain and snow. Wind direction is divided into north, east, south, west, 
calm, variable. As a result, class modes of the corresponding states in the training 
set are selected to fill in. For the variable side, there is only one null value, which is 
also filled by the category mode of its corresponding state in the training set.

(3) Sunrise sunset, Civil twilight, Nautical twilight, and Astronomical twilight

The four time variables of Sunrise sunset, Civil twilight, Nautical twi-
light, and Astronomical twilight are related to both time and geographic 
location. We choose the longitude, latitude, month, hour, and minute of 
the accident as input variables, and also use the KNN method to predict 
and fill.
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Similarly, for Sunrise sunset, Civil twilight, Nautical twilight and 
Astronomical twilight, when  K ¼ 19; 1; 23 and 5, respectively, KNN has the 
highest prediction accuracy, which are 99.49%, 99.59%, 98.94% and 99.05%, 
respectively. Therefore, the corresponding K is selected to fill in the missing 
data.

(4) Pressure, Temperature, Humidity, Visibility, Wind speed

Random forest is a representative algorithm of bagging. It constructs multiple 
decision trees for combined prediction, which can reduce the variance of the 
model. Missing forest (Stekhoven and Bühlmann 2012) is a method of missing 
data filling, which uses the complete part of the data set to train an RF model to 
predict and fill missing values. Assume that the number of samples in the data 
set is n and the number of variables is p. According to the lack of any missing 
variable Xs in the data set, the data set can be divided into four parts: The 
observed value of Xs is ys

obs, missing value of Xs is ys
mis, the remaining variables 

of the observed value object of Xs are Xs
obs, the remaining variable of missing 

value object of Xs are Xs
mis. The main idea of missing forest is to sort the 

missing rate of missing variables from the smallest to the largest. Starting from 
the least missing variable, the RF is trained through Xs

obs and ys
obs, Then use 

Xs
mis to predict and fill in ys

mis, and iterate continuously until it meets the 
standard. It should be noted that Xs

obs and Xs
mis may also have missing values, 

so the processing method is to use the corresponding mean value of the 
variable or other methods to make a preliminary guess to fill it.

Considering the size of the data set and the time to train the model, we 
compare the effects of the following three schemes based on RF:

(A1). The observed part on the training set train is further divided into 
training set and verification set according to the ratio of 3:1, that is, train the 
RF model through Xs

obs and ys
obs and verify it, and then predict ys

mis through 
Xs

mis. Since real missing data cannot be obtained, the observed value ys
obs of 

missing variable Xs in the test set is predicted and its MSE is compared as a 
measure of the model effect.

(A2). On the basis of scheme (A1), the missing variables are sorted from the 
smallest to the largest in terms of the missing rate, and the variables with the 
smallest missing rate are filled from the beginning. Every time a missing 
variable is filled, it is added to the set of no-missing variable set until the 
variable with the highest missing rate is filled.

(A3). The missing forest is used for filling. The difference is that, consider-
ing the size of the data set, only one cycle is carried out, that is, the variable 
with the highest missing rate is filled for the first time. In addition, when filling 
the missing variable, the remaining missing variable Xs is filled with −999.

The Table 3 shows the effect of these three scenarios. In general, scheme 
(A3) has the best filling effect, so the method of scheme (A3) is chosen to fill in.
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Category Feature Encoding

Since category data is usually expressed by words and cannot be directly input 
into the model, so it needs to be converted into numerical data in advance. The 
common processing methods are label encoding, one-hot encoding and target 
statistics (TS), etc. Label encoding can be used for encoding sequential cate-
gory data but is less suitable for unordered category data. One-hot encoding 
can avoid sorting categories but will generate a large number of sparse features 
when the number of categories is too large, which will lead to dimensional 
disaster. TS uses the expectation of each category for the target variable to 
encode the category, which has significant advantages when dealing with high- 
frequency category data.

It is well known that the mean value will cause target leakage, while 
Catboost, which is inspired by online learning algorithms uses the more 
effective ordered TS (Prokhorenkova, Gusev, and Vorobev et al.) method to 
encode category features. Assuming that the i� th training sample of category 
feature k in the data set X ¼ ðX1;X2; � � � ;XpÞ is xk

i , ordered TS first introduces 
the random permutation σ of the data set, and for the i� th training sample, all 
available data before it is used to calculate TS based on this order. If there 
exists σ ¼ ðσ1; σ2; � � � ; σnÞ, where σ1 < σ2 < � � � < σn, then 

x̂k
σs
¼

Ps� 1
j¼1 I xk

σj
¼ xk

σs

� �
yσj þ αP

Ps� 1
j¼1 I xk

σj
¼ xk

σs

� �
þ α

(1) 

where α> 0, I �ð Þ is the indicator function, and prior item P is the mean value of 
the target variable in the data set (Micci-Barreca 2001).

The categorical variables include low-frequency category data and high- 
frequency category data. For low-frequency categorical variables, we trans-
form them into 0–1 variables. For high-frequency category variables, we use 

Table 3. Effects of three missing filling schemes.
Scheme Feature Validation MSE Offline test MSE

(A1) Pressure(in) 0.0202 0.0316
Temperature(F) 10.94 72.4596
Humidity(%) 81.4766 263.0995
Visibility(mi) 2.3016 4.5374
Wind speed(mph) 9.2113 21.0961

(A2) Pressure(in) 0.0202 0.0316
Temperature(F) 10.1585 68.4917
Humidity(%) 55.6164 259.3242
Visibility(mi) 2.0031 4.2732
Wind speed(mph) 8.5267 21.8461

(A3) Pressure(in) 0.0202 0.0293
Temperature(F) 7.2011 57.1106
Humidity(%) 54.3567 177.6861
Visibility(mi) 1.9709 4.2178
Wind speed(mph) 8.5209 21.7633
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the ordered TS to encode them. Due to the chronological order of the research 
objects in this paper, all the records of the training set are sorted in ascending 
order of the End time of the accident and the Start time, the ordered TS is 
calculated and encoded according to the categories and target. Finally, assign 
values to the category variables in the test set according to the ordered TS 
calculated on the training set.

Feature Extraction

Feature engineering refers to the process of extracting more information from 
row data and converting it into a format suitable for machine learning model 
to improve the effect of the model (Zheng and Casari 2018). As a very 
important part of machine learning, feature engineering can directly affect 
the final effect of the model. Although the original data contains some infor-
mation of the research object, the relationship learned by the model may be 
relatively limited if it is directly used as input data. Therefore, it is necessary to 
construct deeper information based on the in-depth study of the original data 
for the model to learn, so as to improve the final effect.

In this paper, features of the original data are constructed from the per-
spectives of time, space and second-order historical information. See the Table 
4 for specific features.

In terms of time, more fine-grained information is extracted according 
to the Start time of accident, such as the year, month, day, hour, minute 
and second of the time of accident, as well as the day of the week, 
whether it is a weekend, or holiday, or the morning peak and evening 
peak. The morning peak is from 6:00 to 9:00, and the evening peak is 
from 15:00 to 18:00 (Tang, Zheng, and Han et al. 2020). In addition, by 
calculating the average accident duration of each hour, it is found that the 
accident duration from 2:00 to 4:00 is higher than 60 minutes. Therefore, 

Table 4. Constructed features.
Dimension Statistical objects Unit Statistics

Time Start time year, month, day,  
hour, minute,  
second

year, month, day, hour,  
minute, second

day day of the week, is weekend,  
is holiday

hour morning peak, evening peak,  
is period of high accident  
duration

Space Country, State, County, City, Street number of accident 
records

accumulation of historical  
accidents

State, County, City, Street, Zipcode, 
5-digit Zipcode

yearly, monthly maximum, minimum, mean,  
median, standard deviation,  
cumulative count

Second-order  
historical 
information

State, County, City, Street, Zipcode,  
5-digit Zipcode cross with Wind  
direction and Weather condition

yearly, monthly maximum, minimum, mean,  
median, standard deviation, 
cumulative count
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a 0–1 feature is constructed for this period of time to determine whether 
the accident occurs in this period of time. In terms of space, the country 
and each state, city, county and street were considered as statistical objects 
to calculate the cumulative number of historical accidents for each record. 
In addition, each state, city, county, street, original zip code and 5-digit 
zip code are taken as the statistical object, year and month are taken as 
the time unit to conduct statistics on the records from six dimensions, 
including maximum, minimum, mean, median, standard deviation and 
cumulative count. Finally, in order to further extract richer historical 
information from the data, the state, city, county, street, original zip 
code, 5-digit zip code and Wind direction and Weather category variables 
are intersected, the annual and monthly records are also taken as time 
units, and the records are counted from six dimensions. Extracted features 
with a missing rate of more than 20% are discarded, and the remaining 
missing values are filled with −1.

Feature Selection

The purpose of feature extraction is to dig deeply into some information 
that cannot be directly expressed by the original data. However, there may 
be some redundant or irrelevant features, which may reduce the effect of 
the model and the speed of training. Therefore, feature selection can not 
only reduce noise and overfitting but also increase the interpretability, 
speed up model training, and possibly achieve better performance. Feature 
selection methods include filters, wrappers and embedded (Guyon and 
Elisseeff 2003). The filters carry out feature selection before training, that 
is, the features are rated and selected according to their divergence or 
correlation. According to the objective function, the wrappers select dif-
ferent feature subset combinations through a search strategy and evaluate 
them to find the best feature subset. The embedded obtains the advantages 
and disadvantages of each feature through the algorithm itself and selects 
them, such as LASSO, etc.

If there is no discriminative degree for a feature, such as the variance is 0, 
then this feature has no meaning. Therefore, we first delete the features with 
only one category through the Filters, and then some features that are less 
important to the model are further removed by embedded.

In addition, machine learning generally assumes that the data distri-
bution of training set and test set is the same, and the variation of 
environment will cause dataset shift (Moreno-Torres, Raeder, and Alaiz- 
Rodríguez et al. 2012). At this time, the inconsistent distribution of the 
features on the training set and the test set will seriously affect the effect 
of the model. In order to alleviate this situation, we first calculate the 
similarity of each feature between the training set and the offline test set, 
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and then delete the features with obvious distribution differences from 
the unimportant features selected by the model, the steps are as follows 
(Jain): Combine the training set with the offline test set and add a list of 
variables L2. The data from the training set is written as 1, while the data 
from the test is written as 0. Considering the model efficiency, we use the 
LightGBM model and perform 5-fold cross-validation and SMOTE over-
sampling (Chawla, Bowyer, and Hall et al. 2002), use one feature at a 
time to predict L2, and evaluate the prediction results of each feature 
through AUC. The features that have an AUC greater than 0.8 and are 
relatively unimportant in the model are discarded, and the remaining 
features are those that need to be used to formally build the model.

Methodology

Ensemble learning synthesizes multiple-base learners through certain 
combination strategies to obtain the final result. According to the way 
of ensemble, ensemble learning can be divided into serial integration and 
parallel integration. Bagging is a method of parallel integration, while 
boosting is a method of serial integration, whose main idea is to generate 
a series of base learners sequentially, and use the residual of the current 
model to build the learner. Boosting, as a method to reduce model bias, 
has developed rapidly in recent years. Representative algorithms include 
Adaboost, GBDT, etc. Among them, the tree model based on gradient 
boosting is widely active in various fields because of its excellent perfor-
mance. Therefore, we select three algorithms under the GBDT framework 
for application.

XGBoost

GBDT takes the negative gradient of the loss function as the approximate 
value of the loss of the current round and takes this as the optimization 
objective for calculation (Friedman 2001). XGBoost (Chen and Guestrin 
2016) is a machine learning algorithm based on a boosted tree and it is an 
improvement on GBDT, which is mainly reflected in the definition of the 
objective function and the optimization of the node splitting strategy.

Assume that the training data set is ðxi; yiÞ, where xi is a p-dimensional 
feature vector. XGBoost is expressed as follows 

ŷi ¼
XK

k¼1
fkðxiÞ ¼ FK� 1ðxiÞ þ fKðxiÞ (2) 

where fkðxiÞ is the k-th decision tree.
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In XGBoost, its objective function Obj tð Þ ¼
Pn

i¼1
l yi; ŷ

t� 1ð Þ
i þ ft xið Þ

� �
þΩ ftð Þ

is composed of loss function and regularization term, and the relevant informa-
tion of the former t � 1 trees is constant when the t-th tree is training. The 
second-order expansion of the loss function is substituted into the objective 
function and delete the constant part in the above formula, it follows that 

O~bjðtÞ ¼
Xn

i¼1
½giftðxiÞ þ

1
2

hif 2
t ðxiÞ� þ ΩðftÞ

¼
Xn

i¼1
½giftðxiÞ þ

1
2

hif 2
t ðxiÞ� þ γT þ

1
2

λ
XT

j¼1
ω2

j 

where the complexity of the tree is composed of the number T of leaves and 
the weight ω of leaf nodes, gi is the first derivative of the loss function, and hi is 
the second derivative of the loss function.

In order to unify ftðxiÞ and ω2
j , each sample is divided into leaf nodes of the 

tree model, so the objective function can be written as 

O~bj tð Þ ¼
XT

j¼1

X

i2Ij

gi

0

@

1

Aωj þ
1
2

X

i2Ij

hi þ λ

0

@

1

Aω2
j

2

4

3

5þ γT (3) 

where Ij is the sample set of leaf nodes. When the tree structure is fixed, the 
optimal value of ωj can be obtained, and the optimal value of the objective 
function can be obtained by substituting it into the formula, finally, the change 
of the objective function after the node splitting is as follows 

Objsplit ¼
1
2

G2
L

H2
L þ λ

þ
G2

R
H2

R þ λ
�

G
H þ λ

� �

� γ (4) 

where G and H represent the first-order gradient sum and the second-order 
gradient sum of the current node, respectively. GL and HL represent the sum of 
the first-order gradient and the sum of the second-order gradient of the left 
node after the current node is split, respectively. Similarly, GR and HR repre-
sent the gradient information of the right node after splitting. By a standard 
calculation, the largest feature and segmentation point of Objsplit were selected 
for splitting.

LightGBM

While correlation algorithms in XGBoost can reduce the computational effort 
of finding the best split point, it still needs to traverse the data set. As the digital 
age continues to expand the volume of data, XGBoost faces significant chal-
lenges in terms of efficiency. In order to further improve the performance of 
the algorithm, LightgBM (Ke, Meng, and Finley et al. 2017) optimized the 
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traditional GBDT algorithm from the perspective of reducing the number of 
samples and features, including Gradient-based One-Side Sampling (GOSS) 
and Exclusive Feature Bundling (EFB).

GOSS is a sample sampling algorithm. From the perspective of reducing 
samples, it uses the gradient information of each sample for sampling, retains 
samples with larger gradients, and random samples with smaller gradients. At 
the same time, weight is added to small gradient samples to offset the influence 
of sampling on sample distribution. GOSS first sorts all the gradient values of 
the feature data to be split in descending order of absolute value, and takes the 
largest a� 100% data, randomly select b� 100% data from the remaining 
smaller gradient data, then multiply this data by 1 � að Þ=b, make it pay more 
attention to the under-trained samples without changing the distribution of 
the original data set too much. Finally, the ðaþ bÞ � 100% data is used to 
calculate the information gain.

For high-dimensional data, EFB bundles mutually exclusive (that is, the 
features will not be non-zero at the same time) features and adds offsets at the 
same time to reduce the feature dimensions without losing information. If the 
two features are not completely mutually exclusive, we can use the conflict 
ratio to measure the degree of feature non-exclusion. If the conflict ratio is 
small, it can choose to bundle and have little effect on the final accuracy.

CatBoost

CatBoost (Prokhorenkova, Gusev, and Vorobev et al. 2017) is an order-based 
boosting algorithm, which, compared with XGBoost and LightGBM, has the 
main advantages of efficient processing of category features and effective 
solving of prediction shift. An effective way to deal with high cardinality 
classification features is to replace the category with the TS, such as using 
the average value of the corresponding label of the category, but this method is 
prone to data leakage.

Inspired by online learning algorithms, CatBoost introduces a random 
permutation of training examples through ordered TS, calculating TS for 
each example using all currently observed sample sets to make its proces-
sing more efficient. In addition, CatBoost solves the problem of prediction 
shift in the current gradient boosting algorithm through ordered boosting. 
For each sample, based on the sorted data, the model is separately trained 
using historical data that does not contain the sample, and the gradient 
information of the sample is obtained according to the model to update.
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Adversarial Validation

Adversarial validation (Fleming 2016) can select a part of the samples that 
are most similar to the test set as the validation set to evaluate and verify 
the model, which can alleviate the problem of inconsistent data distribu-
tion and over-fitting to a certain extent. Similarly, considering the training 
speed of the model, we use the LightGBM model to select the adversarial 
validation set. Since real future test sets are not available, offline test sets 
are used as test sets in adversarial validation. First, the training set and the 
offline test set are combined, and variable L3 is added. Data from the 
training set and the test are set to 0 and 1. With AUC as the evaluation 
index and L3 as the dependent variable, 41 basic features are used as 
independent variables to train a LightGBM classifier to judge whether 
the samples came from the test set. If the AUC is large, it indicates that 
there is a big difference between the distribution of the training set and the 
test set. If the AUC is about 0.5, this indicates that the distribution 
difference between the training set and the test set is small. For this part, 
we take the size of the offline test set as a reference, and the same sample 
size as the number of offline test set was selected as the validation set.

Heterogeneous Integration

To overcome the possible instability of a single model in the face of environ-
mental changes and the singleness of the analysis results, we use stacking 
(Wolpert 1992) to combine the advantages of multiple models. Stacking, as 
one of the methods of model combination, can be either homogeneous integra-
tion or heterogeneous integration. Generally speaking, the higher the accuracy 
of a single model used in a model combination, the greater the difference, the 
better the model formed by the combination. The main idea of stacking is to 
use a training data set to obtain a series of first-level learners and take the 
output of the first-level learners as the new input features of the second-level 
learners to train the second-level learners. In general, first-level learners in 
stacking are often of different types, so they are heterogeneous integration in 
most cases. In order to enhance the diversity of the system, we choose different 
models, different samples and different parameters for integration.

The heterogeneous integration process is shown in Figure 1. In stacking 
training, there is a risk of overfitting by directly training a first-level 
learner from all data and choosing a more complex two-level model, 
whereas elastic network regression (Zou and Hastie 2005) can compress 
parameters while filtering related variables by introducing L1 regulariza-
tion and L2 regularization to constrain coefficients. Therefore, the offline 
test set divided is used as reserved samples to obtain the input of the 
second-level learner, and elastic network regression is selected as the 
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second-level model to screen the first-level learner and assign different 
weights to get the final prediction result of the accident duration. More 
importantly, it will help analyze the final feature importance after com-
bining multiple models.

Result Analysis

Evaluation Index

Three groups of evaluation indicators, mean absolute percentage error (MAPE), 
mean absolute error (MAE) and mean square error (MSE) are used to evaluate 
the results. MAE and MSE are related to the dimensionality of the variable 
itself, and considering the dimensionality of different data sets may have certain 
differences, MAPE is used as the main evaluation index for reference. Formulas 
of the three groups of evaluation indicators are shown below. 

MAPE ¼
1
n

Xn

i¼1

yi � ŷi
yi

�
�
�
�

�
�
�
�� 100% (5) 

MAE ¼
1
n

Xn

i¼1
yi � ŷi

�
�

�
� (6) 

MSE ¼
1
n

Xn

i¼1
ðyi � ŷiÞ

2 (7) 

From the above formula, it follows that MAPE can eliminate the dimensional 
influence. MAE is more stable than MSE when the data anomalies are com-
plex. However, as a loss function, MAE has no second derivative when 
updating the gradient, while MSE is more advantageous. Therefore, MAPE 
is taken as the main index, and MAE and MSE are combined to comprehen-
sively evaluate the results.

Increasing Diversity

We enhanced the diversity from three aspects: model, sample and parameter. 
In terms of samples, we consider using two subsets of data with different 
numbers. The first group uses all training samples, and the second group uses 
part samples. As shown in Figure 2, when the cumulative number of accidents 
reaches a certain number, the SHAP value increases suddenly, indicating that 
there may be some difference between the samples. Therefore, the latter 
650,000 training set samples are selected as the training samples in the second 
group. The adversarial verification set is also selected by means of adversarial 
verification.
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To increase the diversity of models and parameters, we consider using two 
sets of XGBoost, LightGBM, and CatBoost models with different parameters, 
one using the first training sample (XGB-1, LGB-1 and CB-1) and the other 
using the second training sample (XGB-2, LGB-2 and CB-2).

Numerical Result

Taking into account the large amount of data, MAPE is used as the 
objective function to establish XGBoost, LightgBM and CatBoost, and 
Bayesian optimization (Snoek, Larochelle, and Adams 2012) which has a 
great advantage when there are more hyperparameters compared with 
grid search or random search, is used to adjust the main hyperparameters 
of the models. Among them, Catboost is based on GPU training and 
XGBoost needs to customize the second derivative function of MAPE, it is 
set to 1=yi here. By stacking and elastic network regression, the coeffi-
cients of XGB-1, LGB-1, CB-1, XGB-2, LGB-2 and CB-2 models are 
−5.666, 2.3537, −2.3233, 2.3279, 4.1241 and 4.7714, respectively. To 
avoid the negative value of the final feature importance, the models with 
negative coefficients are deleted, and the remaining models at the second 
layer are trained again until all coefficients are greater than 0. Finally, 
three models, LGB-1, LGB-2 and CB-2, are left with corresponding coeffi-
cients of 2.0805, 4.1614 and 0.8845, which are converted into weights of 
0.2919, 0.5839 and 0.1241, respectively.

Since the heterogeneous ensemble learning model in this paper adopts a 
two-layer structure, in order to facilitate comparison, the reserved offline test 
set is also added to the training set when training other single models. 
According to the prediction results of the heterogeneous ensemble model in 

Figure 2. Accident record cumulative SHAP values.
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the test set, the average predicted duration of the accident is 51.96 minutes, the 
median and the standard deviation are 52.16 minutes and 6.47, respectively. 
Table 5 shows the final prediction effect. By heterogeneous ensemble learning, 
the MAPE, MAE, and MSE of the final model are 35.6101%, 30.7432, and 
4252.1728, respectively. From the perspective of MAPE, heterogeneous 
ensemble and LightGBM are the best two models, and their effects are very 
close, with a difference of only about 0.15 percentage points. The MAE of 
heterogeneous ensemble is the best among all models. As for MSE, the 
objective function of heterogeneous ensemble is to minimize MAPE, and the 
MSE of elastic network regression is naturally minimal because of its objective 
function. However, we can choose or construct the loss function that meets the 
demand in heterogeneous ensemble, which is more flexible and convenient. 
Therefore, we construct the LightGBM model with MSE as the objective 
function to compare with the elastic network, and the results show that the 
MAPE, MAE and MSE of the model is 48.8222, 31.0031, 3751.3101 respec-
tively, which are superior to the elastic network. Moreover, the MSE of 
heterogeneous ensemble is better than other models except elastic network 
regression. In general, the MAPE, MAE, and MSE of this model perform well, 
and its performance is the most comprehensive. More importantly, the model 
can combine the analysis results of factors affecting the accident duration of 
different models while maintaining a good predictive effect, and give the 
comprehensive impact of related factors, making the analysis results more 
referential.

Shapley additive explanation (SHAP) values (Lundberg and Lee) is a 
method to solve the interpretability of the model. It can give the contribution 
of each factor to the duration of an individual accident, and we can use Tree 
SHAP (Lundberg, Erion, and Chen et al. 2020) to interpret the first-level 
model as an aid. In the SHAP values chart, each line represents a feature, 
and a dot represents a sample. The abscisaxis represents the SHAP value. The 
redder the color is, the larger the value of the feature itself is, while the bluer 
the color is, the opposite is true.

Figure 3 shows the SHAP value diagram of LGB-1. Figure 4 shows the 
feature importance of combinatorial models. From the perspective of the 
relative importance of features in the combination model, the importance of 

Table 5. The prediction effects of different models.
Model MAPE(%) MAE MSE

XGBoost 36.6540 32.1356 4413.2723
LightGBM 35.4587 31.1413 4314.8268
CatBoost 36.2398 31.1533 4302.6698
Decision tree 52.9972 32.1943 6902.1944
Elastic net 60.2050 34.0313 3861.6144
Heterogeneous ensemble 35.6101 30.7432 4252.1728
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features related to accident time, accident location and weather is relatively 
higher, and the statistical features of structures are mainly clustered in the 
middle part of feature importance.

The time period of the accident is the most important for predicting 
the duration of the accident. Combination distribution at different times 
of the accident, accident occurs mainly in 6:00 to 21:00, and the inci-
dence of accidents from around 2:00 to 4:00 is lower, but the duration is 
higher than in other periods. It can be seen from Figure 3 that the hour 
has a great positive and negative promoting effect on the predicted value 
of accident duration. Some sample points near 23:00 are clustered on the 
left side of the SHAP value graph, indicating that for this part of 
samples, the time period near 23:00 when the accident occurs will reduce 
the predicted value of the final accident duration. We speculate that the 
traffic flow near 23:00 is less and there are certain lighting conditions, 
which is convenient for the removal of the accident, thus the accident 
duration can be effectively shortened. However, from around 2:00 to 
4:00, due to the circadian rhythm (Williamson and Friswell 2011), people 
tend to be tired in this period, and the light conditions are not good. 
Once a traffic accident occurs, it may not be conducive to the develop-
ment of accident discovery and clearance, so the average duration of the 
accident is significantly higher than other periods. In this regard, the 
management should strengthen the wee morning accident detection 
measures, drivers should pay attention to the warning and prevention 
of fatigue driving.

For latitude and longitude, street accident accumulations, state accident 
accumulations, etc., they are related to geographical location and historical 
statistics. The eastern United States is more dense, and its land area is 
relatively small. It can be seen from SHAP value that places with large 
longitude and latitude mainly play a positive role in promoting the 
predicted value of accident duration, while places with small longitude 
and latitude mainly play a negative role. It means that accidents occurring 
in the Northeast generally increase the predicted value of accident dura-
tion. We speculate that due to high levels of urbanization and population 
density of the Northeast Atlantic coastal agglomerations, it is very easy to 
cause congestion and exceed the capacity of the road once a traffic 
accident occurs, making it difficult to carry out the work of accident 
response, clearance, rescue and traffic recovery efficiently, thus increasing 
accident duration. Therefore, further increasing road capacity and con-
trolling traffic flow are effective measures to prevent accidents and reduce 
the duration of effective accidents.
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Conclusions

Based on a large data set of more than one million incidents, we study the 
accident duration prediction problem in the early stage of traffic accident and 
construct a model of accident duration prediction based on heterogeneous 
integration. The model performs well and combines the advantages of multi-
ple models, which results are more comprehensive. The results show that the 
time, location, weather and relevant historical statistics of the accident are 
important to the accident duration.

Discussions

Compared with elastic network regression, decision tree and some models, 
ensemble model has a greater advantage in prediction accuracy, while SVM 
and some models are difficult to achieve large-scale sample training. 
Therefore, ensemble learning is more like a balance between accuracy, effi-
ciency and interpretability. On the one hand, considering the singleness of a 

Figure 3. SHAP value.
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single model in the analysis of influencing factors and the possible instability 
in the face of changes in sample distribution, the fusion of different hetero-
geneous models will help to give consideration to the accuracy and stability of 
the results. At the same time, the comprehensive analysis of the influencing 
factors of various models can help us grasp the main contradiction that affects 
the accident duration and make the conclusion more general. On the other 
hand, the introduction of too many models will increase the complexity of the 
system, so the accuracy and diversity of models need to be weighed in con-
sideration of the efficiency cost.

In addition, since this paper focuses on the prediction of the accident 
duration in the early stage of traffic accidents, the information available at 
the early stage of accidents is limited, so too many factors cannot be 
included. However, with the development of the accident duration, more 
and more factors can be obtained and used to improve the prediction 
effect, but the information related to personal privacy and closely related 
to the accident duration is still unable to be directly used. As an innova-
tive modeling mechanism, federated learning (Li, Sahu, and Talwalkar et 

Figure 4. Feature importance of combinatorial models.
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al. 2020; Yang, Liu, and Chen et al. 2019) can conduct unified modeling of 
data from multiple parties without compromising data privacy and secur-
ity and has broad application prospects in finance, medical care, smart 
city and other fields. Traditional methods generally pool data from multi-
ple parties to train the model, while multiple participants can collaborate 
to train a machine learning model without revealing their original data in 
federated learning. In the field of transportation, a large number of 
heterogeneous data will be generated from different information sources, 
such as sensors, vehicles and people. Therefore, under the premise of not 
revealing privacy, how to integrate multi-party data through federated 
learning and improve the accuracy of traffic accident duration prediction 
is of great significance, and further research is needed.
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