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ABSTRACT 
 

This paper presents the results obtained during the development and implementation of two 
distributing motion control algorithms as part of an X-Y cutting table. One algorithm issues 
commands to the motor drivers on every sample cycle while the other does it only when a control 
point is reached. Both algorithms have the same input data set, control points that define the 
required path for the cutting torch. The analysis included two tests: A Wilcoxon rank sum test to find 
if the outcomes of the algorithms were different and a sign test to find if algorithms were able meet 
the design specifications. The analysis included four predefined specifications from the specimens, 
metal parts. All tests were based on a sample size seven, a .05 significance level and a two-tailed 
test. We found that algorithms outcomes were different and one of the algorithms was able to meet 
the design specifications of a part used as the test specimen. 
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1. INTRODUCTION 
 
This experiment took place on a piece of 
equipment, an XY plasma cutting table. The 
cutting table uses a plasma torch to cut sheet 
metal parts. There are two motor drivers and a 
computer interconnected on a RS-485 network. 
The computer is the master that sends 
commands to the motor drivers, the slaves, as 
required to generate the desired motion of the 
cutting torch to produce a part. The XY plasma 
cutting table is a piece of equipment under 
research and development that covers design 
and integration of components. The motion 
control software is a development that we are 
able to change, recompile and test but only this 
paper focus is in the performance evaluation of 
the implementation of the path following 
algorithms. Previous work can be found in [1,2,3]. 
 
There are two hypotheses: One is that both 
algorithms produce equal trajectories. A Wilcoxon 
rank sum test (WRST) was applied to prove this 
claim against the alternative hypothesis that 
algorithms outcomes are different. Another 
hypothesis was that both algorithms were able to 
meet the required specifications; A sign test was 
used in this case [4]. 
 
The cutting path is obtained from the required 
sheet metal part design; in this case, the part is a 
circular plate with an ear to attach a handle in a 
later assembly operation to obtain the final 

product. The specifications used for this test are 
indicated on Fig. 1, along with a sample test 
specimen. 
 
The motion of the cutting torch is accomplished 
through a pair of motor drivers able to operate in 
four different movement modes; Un-profiled 
stepping velocity, position un-profiled, position 
profile and velocity profile mode. This paper 
focus is on the un-profiled stepping velocity 
mode where a load trajectory command consist 
of a header byte, motor driver address byte, load 
trajectory command byte (lower nibble is the load 
command identification number and upper nibble 
is the additional data bytes required by the un-
profiled stepping velocity mode, in this case four 
additional data bytes; One control byte, two bytes 
for the initial timer count and one byte for the 
closest velocity. Finally, there is the 8-bit 
checksum byte [5]. 
 
Algorithm 1 interpolates every sample cycle. This 
algorithm interpolates based on elapsed time 
from last sampling cycle, it calculates the initial 
time count for both axis, determines direction, 
prepares the command packets and sends them 
to motor drivers. Algorithm 2 checks every 
sampling cycle if it has arrived to the destination 
vertex and if it is the case it  goes to similar 
sequence of operations as algorithm 1 but it does 
not interpolate, it goes from control point to 
control point until reaching final vertex of the 
trajectory. 

 

 
 

Fig. 1. Design sketch and specimen sample part (dimensions are in millimeters) 
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The main difference between both algorithms is 
that algorithm 1 is computer intensive because it 
interpolates and issues commands to the motor 
drivers every sampling cycle, a timer is set to run 
algorithm 1 every 20 milliseconds. Algorithm 2 
does not interpolate, it issues move commands 
to motor drivers every time a control point is 
reached but it also goes through a 20 
milliseconds sampling cycle to find when a 
control point has been reached, then it issues 
commands to the motor drivers. Fig. 2 and 3 
illustrates the flow diagrams of both algorithms. 
 
In the case of algorithm 1 it has the flexibility to 
change velocity every 20 milliseconds, if required. 
In the other hand, algorithm 2 is not able to 
change velocity until reaching next control point 
on the list. 

Fig. 3 is a pictorial representation of how both 
algorithms managed to go from one control point 
to next control point. Four control points are 
included in Fig. 4. The interpolation window is 
used by algorithm 1 to generate linear 
interpolation points using the Lagrange 
interpolation based on a time increment [6,7]. 
The control points signal the start and end 
positions of an interpolation window and when an 
end position is reached it becomes the start of 
next interpolation window. The generated 
interpolation points act as a signal to keep the 
cutting torch on the path calculating the     
velocity components and issue them to the motor 
drivers every time an interpolation point is 
generated. It is possible to change to high 
degree of interpolation but at present time our 
experiment includes only linear interpolation.

 
 

Fig. 2. Flow diagrams for algorithm 1 and algorithm 2 
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Both algorithms are based on time increment and 
it is possible to stop and continue the trajectory 
traversing at any moment during the cutting 
process. 
 
The trajectory traversing is set at constant speed, 
880 steps per second in this case. The velocity 
components vx and vy are computed when a 
control point is reached, in the case of algorithm 
2, while algorithm 1 generates interpolation 
points based on first order Lagrange polynomial 
interpolation, i.e., the velocity components vx and 
vy are computed every sample cycle. The 
sampling rate was set to 20 milliseconds. The 
small dots on Fig. 3 represent vertices generated 
using interpolation. 
 

2. EXPERIMENTAL DETAILS 
 

We have created specimens from pieces of mild 
steel sheet 27.0x45.5x0.12cm (gage 18), a total 
of 14 were produced; Seven using algorithm 1 
and seven using algorithm 2. We set cutting 
speed to 880 steps per second. We measure the 
radius using an electronic caliper at a random 
direction from the center of the circular segment. 
A random number between 0 to 359 degrees was 
generated, excluding values from 75 to 105 
degrees, Fig. 4 shows a specimen with marks on 
it ready to take measurements. 
 

We placed a cross hair mark on the sample item 
to signal the center of the radius for reference. 

We use a glass plate with mesh lines on it as the 
reference to center the specimen and mark the 
center, horizontal and vertical reference axes. 
Data fall short to the specifications because the 
plasma cutting operation removes material from 
the metal sheet and the value used for the test 
was obtained adjusting the specifications to 
compensate the amount of material removed 
during the cutting operation. 
 
A set of control points were generated from the 
drawing of the part and we used the same set to 
run both algorithms. The torch moves to initial 
position, makes a perforation and then starts to 
move while firing the plasma until reaching final 
control point. 
 
The motion control system consist of a pair of 
stepper motors (1.4 degrees per step) connected 
to a motor drivers SL-146 with a 1/8 micro 
stepping setup, one motor driver for each stepper 
motor. The motor drivers are interconnected 
through an RS-485 network. Stepper motors 
axes are direct connected to a torque spline 
screws with a 3.81 cm linear displacement per 
revolution. The algorithms were implemented as 
part of the motion control running on a laptop 
connected to the RS-485 network. The laptop is 
the master that generates commands and issues 
them to the motor drivers, the slaves, accordingly 
to the input set of control points. 

 

 
 

Fig. 3. Velocity components vx and vy computation during trajectory traversing 
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Fig. 4. Specimen samples made during the experimentation 
 

3. NONPARAMETRIC ANALYSIS OF 
TWO INDEPENDENT SAMPLES 

 
The data set obtained to calculate dimension A 
from the experiment is listed in Table 1. Column 
A-S is the Algorithm-Specimen identification. 
Column A is the average calculated from the five 
measurements Ai of each specimen obtained at 
angle αi. The random angles where generated 
using an electronic spreadsheet with a function 
int (rand()*360). A list of random values was 
generated then values were assigned to α1, α2,α3, 
α4 andα5. The values from 75 to 105, where the 
circular section of the part does not feature a 
reference to get a measurement for dimension A, 
were ignored during the assignation.  
Measurements are in degrees for angles, αi, and 
centimeters for all Ai and the A dimensions. 
 
The first analysis is to prove the null hypothesis 
that both algorithms produce similar outcomes 
against the alternative that outcome from 
algorithms are different. Table 2 lists the data for 
this first analysis. Column A is the average of the 
measurements for the circular section of the part, 
as mentioned above. Columns B, C and D show 
the other measurements from the design 
specifications, one for each specimen. The target 
value is shown next to the specification in 
parentheses adjusted to take into account the 
average material removed during the cutting 
operation [6]. All dimensions are in centimeters. 
 
We used the Wilcoxon rank sum test (WRST) to 
compare the two distributions, the one that 
comes out from using algorithm 1 and the other 
using algorithm 2. There is one test for each 
specification. The level of significance for all the 

tests was .05 and two tails test. (Tables 3 and 4) 
list the values computed accordingly to the 
WRST procedure [3].  First two columns are the 
algorithm and outcome, in ascending sorted by 
outcome. The R column lists the associated 
value according to the WRST procedure. In this 
case, because all the outcome values are 
different, it goes from 1 to 14. R1 and R2 list the 
associated rank values for each algorithm. 
 
The WRST procedure requires to rank the 
observations from both samples and then 
compute the rank sums associated to each 
sample, algorithm in this case. The test statistic T 
will be equal to the sum of values for columns R1 
or R2, either sum can be used because the 
sample sizes are equal, n = 7 for both algorithms. 
From (Table 2) we are able to find, adding all the 
values from column R1 that T = 28 and, from 
column R2, T = 67. The null hypothesis will be 
rejected if the test statistic T is ≤ TL or T ≥ TU, 
where: TL and TU are the critical values obtained 
from the WRST (Table 3). In this case the critical 
values are TL = 37 and TU = 68, based on sample 
size seven, for both algorithms, 0.05 significance 
level and a two-tailed test [3]. In this case, we 
rejected the null hypothesis, because T is lower 
than TL (28 < 37). Similar conclusion can be 
done if T is calculated using rank 2 but this time if 
T is higher than TU (77 > 68) there is enough 
evidence to reject the null hypothesis. 
 
In the case of dimension B, the critical TL and TU 
values are the same as in dimension A. in fact, 
critical and test values are equal for both tests. 
This leads to similar result; reject the null 
hypothesis. Algorithm 1 and 2 are yielding 
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products with significant difference on 
specification B. 
 
In the case of dimension C, the WRST critical 
values are TL = 37 and TU = 68, respectively. If 
we select the test value T1 = 61 then T1 is not 
lower or at least equal than TL, this leads to say 
that there is not enough evidence to reject the 
null hypothesis. Both algorithms are producing 
similar results regarding specification C. The 
same is true if we had compared T2 = 34 against 
TU = 68 but this time we say that due to T2 is not 
greater or equal than TU the null hypothesis 
cannot be rejected. 
 
In the case of dimension D, the WRST critical 
values are TL = 37 and TU = 68, respectively. If 
we select the test value T1 = 36 then T1 is lower 
than TL, this leads to say that there is enough 

evidence to reject the null hypothesis because 
the outcomes of the algorithms show a significant  
difference on measurements for specification D. 
 
Fig. 5 shows the errors of both algorithms. The 
error was calculated by subtracting the     
required dimension from the median value of the   
outcome. The analysis takes into account an 
average cut width of 0.2cm, the width of cut         
of the plasma stream. In the case of specification 
A, we have compensated, as mentioned      
before, by 0.2cm, half the width of the cutting         
stream, giving a target value of 12.3 cm. We 
applied the same adjustment to requirement B 
and our new target was 17.8 cm instead of 18.0 
cm. For requirements C and D we applied an 
adjustment of 0.4cm because measurements 
were taken from edge to edge [8] 

 
Table 1. Measurements from dimension A 

 

A-S α1 A1 α2 A2 α3 A3 α4 A4 α5 A5 
� = 1

5���
�

��	
 

1-1 7 12.3 29 12.3 204 12.1 68 12.5 70 12.4 12.32 
1-2 315 12.6 159 12.2 345 12.5 8 12.3 264 12.4 12.40 
1-3 339 12.4 40 12.0 332 12.4 39 11.9 235 12.5 12.24 
1-4 2 12.2 74 12.2 181 12.1 65 12.2 303 12.5 12.24 
1-5 323 12.3 105 12.4 109 12.4 311 12.3 220 12.2 12.32 
1-6 259 12.2 74 12.0 16 12.2 222 12.2 214 12.2 12.16 
1-7 284 12.5 257 12.3 56 12.1 4 12.4 263 12.3 12.32 
2-1 211 11.6 43 11.7 321 11.6 166 11.9 316 11.8 11.72 
2-2 226 11.7 335 11.9 147 12.0 65 11.7 231 11.7 11.80 
2-3 254 12.0 125 11.8 169 11.7 138 11.9 214 11.7 11.82 
2-4 18 11.6 291 12.1 62 11.8 37 11.7 200 11.1 11.66 
2-5 42 11.7 146 11.9 189 11.6 161 11.9 192 11.6 11.74 
2-6 261 11.5 246 11.7 320 12.0 125 11.8 184 11.7 11.76 
2-7 33 12.0 5 11.9 233 11.5 345 12.1 352 12 11.90 

 
Table 2. Experiment data outcome 

 
Algorithm Specimen A = 12.3 B = 17.8 C = 1.6 D = 4.6 

1 1 11.72 17.29 1.60 4.50 
1 2 11.80 17.02 1.59 4.45 
1 3 11.82 17.19 1.66 4.51 
1 4 11.66 17.10 1.65 4.56 
1 5 11.74 17.28 1.67 4.53 
1 6 11.76 17.12 1.59 4.51 
1 7 11.90 17.24 1.62 4.50 
2 8 12.37 17.84 1.61 4.60 
2 9 12.40 17.78 1.60 4.63 
2 10 12.25 17.54 1.67 4.66 
2 11 12.32 17.60 1.64 4.50 
2 12 12.34 17.66 1.56 4.51 
2 13 12.21 17.57 1.57 4.67 
2 14 12.35 17.51 1.51 4.59 
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Table 3. WRST data analysis for specifications A and B 
 

 A = 12.3 cm  B = 17.8 cm 

Algorithm Outcome R R1 R2 Algorithm Outcome R R1 R2 

1 11.66 1 1 0 1 17.02 1 1 0 
1 11.72 2 2 0 1 17.10 2 2 0 
1 11.74 3 3 0 1 17.12 3 3 0 
1 11.76 4 4 0 1 17.19 4 4 0 
1 11.80 5 5 0 1 17.24 5 5 0 
1 11.82 6 6 0 1 17.28 6 6 0 
1 11.90 7 7 0 1 17.29 7 7 0 
2 12.21 8 0 8 2 17.51 8 0 8 
2 12.25 9 0 9 2 17.54 9 0 9 
2 12.32 10 0 10 2 17.57 10 0 10 
2 12.34 11 0 11 2 17.60 11 0 11 
2 12.35 12 0 12 2 17.66 12 0 12 
2 12.37 13 0 13 2 17.78 13 0 13 
2 12.40 14 0 14 2 17.84 14 0 14 

 

Table 4. WRST data analysis for specifications C and D 
 

 C = 1.6 cm  D = 4.6 cm 

Algorithm Outcome R R1 R2 Algorithm Outcome R R1 R2 

2 1.51 1 0 1 1 4.45 1 1 0 
2 1.56 2 0 2 1 4.50 3 3 0 
2 1.57 3 0 3 1 4.50 3 3 0 
1 1.59 4.5 4.5 0 2 4.50 3 0 3 
1 1.59 4.5 4.5 0 1 4.51 6 6 0 
1 1.60 6.5 6.5 0 1 4.51 6 6 0 
2 1.60 6.5 0 6.5 2 4.51 6 0 6 
2 1.61 8 0 8 1 4.53 8 8 0 
1 1.62 9 9 0 1 4.56 9 9 0 
2 1.64 10 0 10 2 4.59 10 0 10 
1 1.65 11 11 0 2 4.60 11 0 11 
1 1.66 12 12 0 2 4.63 12 0 12 
1 1.67 13.5 13.5 0 2 4.66 13 0 13 
2 1.67 13.5 0 13.5 2 4.67 14 0 14 

 
 

4. NONPARAMETRIC ANALYSIS FOR 
DISTRIBUTION LOCATION 

 

We already found that algorithms are different 
but now our focus is to find how well each of the 
algorithms performs to meet the required 
specifications. It is easy to observe that almost 
all the observations are lower than the 
specifications. A sign test (ST) can be applied to 
probe if this deviation is enough evidence to 
reject the null hypothesis that algorithm is able to 
meet the specification [9]. 
 
It can be observed that algorithm 2 meets the 
requirements in three out of the four 
requirements while algorithm 1 only meets one of 
the requirements, the small one, then the error 
starts to show a tendency to grow (negatively) as 
the dimension increases.  

 

Algorithm 1 shows a deviation of 0.09 cm from 
dimension target requirement D = 4.6 cm, on the 
median. In this comparative test we used the 
sign test for one sample being compared to a 
target value, the compensated required 
dimension. The procedure is to count how many 
of the observations fall lower (SL), equal (SE) and 
higher (SU) than the target value [9]. The test 
statistic S is the larger of SL and SU. Table 5 lists 
the values for this analysis. 
 

The null hypothesis is that there is not difference 
between the outcome median and the required 
target requirement. The alternative hypothesis is 
that they are different. The null hypothesis will be 
rejected if the level of significance is greater than 
the probability of observing x number of values 
greater or equal than S from a binomial 
distribution with parameters n = 7 and p = .5 [9]. 



 
 
 
 

Jaquez et al.; BJAST, 5(6): 547-555, 2015; Article no.BJAST.2015.053 
 
 

 
554 

 

 

Fig. 5. Error observed from the outcome of both algorithms 
 

Table 5. Sign test analysis 
 

Algorithm A = 12.3 cm B = 17.8 cm C = 1.6 cm D = 4.6 cm 

SL SE SU SL SE SU SL SE SU SL SE SU 

1 7 0 0 7 0 0 2 1 4 7 0 0 
2 2 0 5 6 0 1 3 1 3 3 1 3 
1 S = 7 

P-value = .01 
S = 7 
P-value = .01 

S = 4 
P-value = .50 

S = 7 
P-value = .01 

2 S = 5 
P-value = .23 

S = 6 
P-value = .06 

S = 3 
P-value = .77 

S = 3 
P-value = .77 

Considering a level of significance of .05 then 
algorithm 1 is not able to meet requirements A, B 
and D because the level of significance is greater 
than the P-value associated to these 
requirements. But, it is able to meet requirement 
C. Using same level of significance of 0.05 then 
algorithm 2 is able to meet all requirements A, B, 
C and D because in all cases the level of 
significance is not greater than the P-value 
associated to those requirements. 
 

5. CONCLUSION 
 

Regarding the hypothesis to find if the outcomes 
of the algorithms were different, we found that for 
specifications A, B and D that there is evidence 
to say that algorithms 1 and 2 produce different 
outcome. But in the case of specification C we 
could not find enough evidence to reject the null 
hypothesis that both algorithms produce equal 

outcomes and the differences observed are 
probably due to random. 

 

In the case of the first hypothesis to find if both 
algorithms were able to meet the specifications. 
We found evidence that algorithm 2 was able to 
meet the specifications while algorithm 1 was not 
able. 

 
We suspect that there is a threshold value for 
length from where difference becomes of 
significance, but this will require more research 
to determine this value; If dimension length is 
small like in this case 2 cm the outcome will be 
equal for both algorithms but if length is higher 
like 5 cm or 12.3 cm then the outcome shows a 
significant difference between the algorithms. 
 
Both algorithms were run without any feedback 
during the trajectory traversing and perhaps this 
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could be a factor that leads to the outcome from 
the experiments. This will require future research 
to include feedback during the processes instead 
of the simple open loop motion control where 
Algorithm 2 showed more able to meet with the 
specifications of the part. 
 
We focus to test if the algorithm produce 
difference in the outcome and we could say that 
there is enough evidence, at least in three of the 
specifications used in the test. 
 
When considering the width of material removed 
by the plasma stream algorithm 2 is able to meet 
the specifications. It is recommended to generate 
control points based on a sketch considering the 
amount of material that is going to be removed 
during the process or to make sure the cutting 
torch width of cut goes to the outside of the path. 
 
Algorithm 1 has flexibility to generate first or n-
order polynomial interpolation for the same set of 
control points, but more research need to be 
conducted to find why it fall short to meet the 
requirements. Algorithm two was able to meet 
the requirements for the part used during the 
experiment. 
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