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ABSTRACT 
 

Aims: Noise induced hearing loss (NIHL) is among the principal occupational health 
hazard. To illustrate that, in order to enrich the database on audiometric status and fast 
dissemination of knowledgebase, data mining techniques are imperative tools. 
Study Design: A cross sectional study design was used. 
Place and Duration of Study: Pure tone audiometric data of both ears of drivers that 
have 10 years working experience and office workers from Kolkata City, India were 
recorded. 
Methodology: The data were subjected to both unsupervised and supervised learning 
techniques, in turn, in order to train the classifier that determines the clusters for newly 
generated cases. Expectation Maximization (EM), k-means, Linear Vector Quantization 
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(LVQ), and Self Organization Map (SOM) unsupervised learning techniques were utilized. 
Results: Silhouette Plot (SP) validation showed that 93.3% of the considered cases for 
the left ear and 85.8% for the right ear were correctly classified. These metadata were 
further subjected to supervised learning algorithm to achieve a high level correctly 
classified result, in which, each cluster bears its class label. Naïve Bays Classifier (NBC) 
recorded, as accurate (98.8%) for both left and right ears. The high accuracy of 
supervised learning algorithms, cross validated with 10-fold cross validation tends to 
predict the class of audiometric data whenever a newly generated data are introduced. 
Conclusion: This feasibility of using machine learning and data classification models on 
the audiometric data would be an effective tool in the hearing conservation program for 
individuals exposed to noisy environments in their respective workplaces. 
 

 
Keywords: Hearing threshold; cluster analysis; unsupervised learning; supervised learning; 

cross validation. 
 
1. INTRODUCTION 
  
Researches on mining of medical data have been carried out extensively by various 
researchers [1,2]. This is because the generation of data is substantially more than the 
knowledge produced. Data mining, especially clustering techniques allows examining the 
similarity and dissimilarity among the groups. Clustering techniques include statistical and 
artificial neural network approaches enable to group a set of data in such a way that they are 
more similar to each other than those in other groups.  
 
Looking into the perspective that noise induced hearing loss (NIHL) is irreversible [3] and 
rated among the most prevalent occupational health hazard [4], it is extensively studied 
using different analytical methods and techniques. For enriched database and faster 
dissemination of knowledgebase, data mining techniques are now-a-days applied 
extensively on the audiometric data [5-10]. In recent years, analytical techniques have been 
successfully applied in conjunction with Artificial Neural Networks (ANN) to better address 
the cause of NIHL.  
 
ANN particularly Back-propagation neural network (BPNN) has been an effective tool to 
predict hearing loss in humans [11]. Anwar et al. [9] described the results of statistical and 
neural data mining of audiology patient records, with the aim of looking for factors influencing 
which patients would most benefit from being fitted with a hearing aid. The patients were 
clustered on the basis of similar audiograms using k-means clustering and self organizing 
map which yielded that automatic textual labeling addresses the heterogeneous character of 
medical audiology records. In another study, Anwar and Oakes [10] used data mining 
techniques on audiology patient records for the choice of hearing aid type. They utilized 
principal component analysis (PCA) which yielded four main audiogram types as per the 
type of hearing aid chosen. Oakes et al. [6] in a study concluded that audiometric data of 
individual records are difficult to examine and data mining technique would discover the 
relationship between the data and processed heterogeneous data, as well as audiology 
records. 
 
This paper deals with the pure tone audiometric data of both ears collected on office 
workers, drivers with less than 10 years of experience and drivers with more than 10 years 
of experience. These data were undergone unsupervised and supervised learning technique 
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for training the classifier for predicting the cluster of the new generated unseen cases. This 
would be an effective tool toward hearing conservation programs. 
 
2. MATERIALS AND METHODS 
 
2.1 Audiometric Data 
 
The study was a prospective cross sectional design wherein the subjects were recruited on 
the basis of self responded questions regarding their work profile and work experience. The 
pure tone audiometric data of three groups of men viz. office workers engaged in inspection 
and administrative work (N=30), automobile drivers with less than 10 years driving 
experience (N=30) and automobile drivers with more than 10 years driving experience 
(N=30) from Kolkata City, India were taken into consideration [12]. Audiometric testing 
consisted of air conduction, pure-tone, hearing threshold measurement at frequencies of 
0.125, 0.25, 0.5, 1, 1.5, 2, 3, 4, 6, 8 and 10 kHz of both ears by using Arphi Audiometer 
Model 700 MK IV. The bone conduction audiometric testing was not performed due to 
feasibility issues. 
 
2.2 Unsupervised Learning Techniques 
   
Unsupervised learning techniques such as Expectation Maximization (EM), k-means, Linear 
Vector Quantization (LVQ), and Self Organization Map (SOM) were applied. EM is a 
probabilistic, two-step iterative optimization technique. Step (E) estimates probabilities and 
step (M) finds an approximation to the mixture model. Advantageously, EM utilizes an 
automatic cluster labeling algorithm that determines the number of clusters by itself.  The k-
means algorithm works for compact and hyper-spherical clusters using a known squared 
error-based clustering algorithm [13]. LVQ and SOM are Artificial Neural Network (ANN) 
based unsupervised learning techniques [14,15]. LVQ, a known prototype based clustering 
method, describes clusters, using a centre and some similarities (e.g. in sizes and shape 
parameters) [16]. LVQ also adapts parameters in order to fit the clusters to a given data set. 
It forms a quantized approximation of the distribution of an input data set using a finite 
number of reference vectors which are stored in the connection weights of neural network 
with two layers and trained through competitive learning [16]. 
 
Each unit in the lattice (neuron) and adjacent neurons are interconnected, which gives the 
clear topology of how the SOM network can be visualized in two-dimensional lattice 
structure. Input patterns are usually fully connected to all neurons via adaptable weights. 
Hence, during the training process, neighboring input patterns are projected into the lattice 
corresponding to adjacent neurons [13]. SOM is also used for supervised learning [17]. 
 
2.3 Supervised Learning Techniques 
 
Naïve Bayes (NB) is composed of directed acyclic graphs with only one parent (representing 
the unobserved node) and several children (corresponding to observed nodes) with a strong 
assumption of independence among child nodes in the context of their parent [18]. The 
independence model (Naive Bayes) is based on estimated probabilities, where larger 
probability indicates the class label value. Instance-based (IB) [19] learning algorithms are 
lazy-learning algorithms as they delay the induction or the generalization process until the 
classification is performed. Lazy-learning algorithms require less computation time during the 
training phase than NB but more computation time during the classification process. Back 
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Propagation Network (BPN) is a Multi Layer Perceptron Learning (MLP) method capable of 
classifying non-linear input data, it uses extended gradient-descent based delta learning rule 
known as back propagation. During classification, the signal at the input units propagates all 
the way through the net to determine the activation values at all the output units. Each input 
unit has an activation value that represents some feature external to the net [18]. Radial 
Basis Function (RBF) network is a three-layer feedback network, where each hidden unit 
implements a radial activation function and each output unit implements a weighted sum of 
hidden unit outputs. Further, RBF Network (RBFN) can also be implemented wherein a 
normalized Gaussian radial basis function network is the basis of process. 
 
3. RESULTS AND DISCUSSION 
 
The audiometric data of volunteers from three different groups of occupation with different 
exposures are depicted in Figs. 1 and 2. It was observed that the mean hearing threshold 
levels were the lowest for office workers and highest for automobile drivers with more than 
10 years of driving experience. The results indicated that hearing threshold levels increased 
with increase in driving experience of automobile drivers. Also, it was observed from Figs. 1 
and 2 that the mean hearing threshold levels at all tested audiometric frequencies is higher 
in the left ear as compared to the right ear for all the three groups of volunteers.  
 
Taking into consideration the fact that noise induced hearing loss and presbycusis are 
additive in the permanent threshold shift of the exposed individual [20], the hearing handicap 
percentage due to presbycusis was calculated as 2% for office workers, 7.1% for drivers with 
less than 10 years of experience and 8.7% for drivers with more than 10 years of experience 
[21,22]. Having said that, the mean age of the volunteers in the three occupational groups 
was 34.6±3.3, 32.7±1.9 and 36.0±3.2 years respectively at the time of the audiometric test. 
The data, as recorded did not follow the normal distribution curve. Therefore, Spearman’s 
rho test was performed and correlation between years of exposure and hearing handicap 
percentage due to presbycusis was found to be highly significant (ρ=0.620, p<0.001). 
 
3.1 Unsupervised Learning 
 
The EM, LVQ, SOM and k-means clustering algorithms were performed on the left and right 
ear audiometric data of office workers, drivers with less than 10 years experience and 
drivers with more than 10 years experience. EM algorithm identified 3 and 4 number of 
clusters for left and right ear data, respectively. The same number of clusters was 
considered for the remaining algorithms. Silhouette Plot (SP) was used to validate the result 
of clustering algorithms. Figs. 3 and 4 depict the SP for left and right ear data, respectively. It 
depicts that for all the four clustering algorithms applied, at least 93.3% of data for the left 
ear and 85.8% of data for right ear were correctly classified Table 1. Further the average of 
silhouette values calculated for left and right ear audiometric data are depicted in Table 1.  
 
The results were cross validated on the three categories of workers and the results for left 
and right ear are shown in Tables 2 and 3 respectively. It was observed that data from the 
similar groups of occupation were assimilated in similar clusters leaving behind fractional 
data that are scattered around different clusters. These metadata were then subjected to 
supervised learning as inconclusive results from the unsupervised learning algorithm. 
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Fig. 1. Trend of audiometric data of left ear among the studied volunteers 
 

 
 

Fig. 2. Trend of audiometric data of right ear among the studied volunteers 
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Fig. 3. Silhouette plot for left ear data cluster; a) EM algorithm, b) k-means algorithm, 
c) LVQ algorithm, d) SOM algorithm 

 

 
 

Fig. 4. Silhouette plot for right ear data cluster; a) EM algorithm, b) k-means algorithm, 
c) LVQ algorithm, d) SOM algorithm 
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Table 1. Correctly classified audiometric data and mean Silhouette value applying four 
algorithms 

 
S. no. Algorithm % correctly classified data Mean silhouette value 

Left ear Right ear Left ear Right ear 
1 EM 93.3 92.2 0.37 0.37 
2 k-Means 94.4 96.7 0.38 0.39 
3 LVQ 95.6 87.8 0.33 0.39 
4 SOM 93.3 85.8 0.40 0.39 

 
Table 2. Data distribution of left ear on different unsupervised learning algorithms 

with respect to occupation 
 

Cluster Cluster no. Office  
workers 

Drivers  
(<10 yrs exp) 

Drivers  
(≥10 yrs exp) 

Total 

EM Cluster 1 24 3 0 27 
Cluster 2 5 24 3 32 
Cluster 3 1 3 27 31 

k-means Cluster 1 20 7 0 27 
Cluster 2 9 21 3 33 
Cluster 3 1 2 27 30 

LVQ Cluster 1 20 5 0 25 
Cluster 2 9 22 4 35 
Cluster 3 1 3 26 30 

SOM Cluster 1 20 7 0 27 
Cluster 2 9 21 3 33 
Cluster 3 1 2 27 30 

 
Table 3. Data distribution of right ear on different unsupervised learning algorithms 

with respect to occupation 
 

Cluster Cluster no. Office 
workers 

Drivers  
(<10 yrs exp) 

Drivers  
(≥10 yrs exp) 

Total 

EM Cluster 1 23 7 0 30 
Cluster 2 6 18 5 29 
Cluster 3 1 4 16 21 
Cluster 4 0 1 9 10 

k-means Cluster 1 25 9 0 34 
Cluster 2 5 16 5 26 
Cluster 3 0 4 20 24 
Cluster 4 0 1 5 6 

LVQ Cluster 1 28 17 1 46 
Cluster 2 2 10 9 21 
Cluster 3 0 1 12 13 
Cluster 4 0 2 8 10 

SOM Cluster 1 25 12 0 37 
Cluster 2 1 7 3 11 
Cluster 3 0 3 22 25 
Cluster 4 4 8 5 17 
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3.1.1 Data trend 
 
As observed from the unsupervised learning results in Table 1, 95.6% of the left ear 
audiometric data by LVQ technique and 96.7% of right ear data by k-means technique were 
correctly clustered. For left ear, the office workers had better threshold of hearing as 
compared to the drivers with less than as well as more than 10 years of experience. The 
mean hearing threshold at 4000 Hz was found to be 30 dB(A) for drivers with less than 10 
years of experience and 45 dB(A) for drivers with more than 10 years of experience. The 
trend of audiometric data for the left ear with different occupational groups is shown in Fig. 5. 
Cluster-wise distribution of the occupational groups for the left ear reveals that similar trend 
audiometric data has been placed in three different clusters. For the right ear, the mean 
hearing threshold at 4000 Hz followed the similar trend being 27 dB(A) for drivers with less 
than 10 years of experience and 41 dB(A) for drivers with more than 10 years of experience 
Fig. 6. 
 

3.2 Supervised Learning 
 
The supervised learning methods (NB, IB, BPN, RBF, RBFN and SOM) were applied on the 
data set with correctly classified result of unsupervised algorithm as class label, using Weka 
3.7 [23]. The results of LVQ and k-means were used, respectively for left and right ears. 
Each classifier was trained to build the classifier model. To validate the model and measure 
the accuracy of the classifier model, two methodologies were applied viz. test data set, and 
10-fold cross validation [24,25]. The detailed results of 10-fold cross validation test for left 
and right ear audiometric data are shown in Table 4. The 10-fold cross validation estimator 
has a lower variance than a single hold-out set estimator (test data set validation), which is 
important if the amount of data available is limited. In case of a single hold-out set, 70% of 
data are used for training and 30% used for testing, the test set is considered as small, and 
there ought to be variation in the performance estimate for different samples of data, or for 
different partitions of the data to form training and test sets. However, with 10-fold validation, 
the variance is reduced by averaging over 10 different partitions to form 10 sub-sets; making 
the performance estimate less sensitive to the partitioning of data [24,25]. 
 

 
 

Fig. 5. Trend of left ear audiometric data with different occupational groups after LVQ 
cluster analysis 
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Table 4. Supervised learning classifier validation results for left and right ear audiometric data 
 
Statistics       NB         IB      BPN       RBF    RFBN     SOM 

Left Right Left Right Left Right Left Right Left Right Left Right 
Correctly classified instances (%) 98.8 98.8 94.4 93.3 94.4 93.3 93.3 82.2 93.3 94.4 95.5 95.6 
Kappa statistic 0.98 0.98 0.91 0.90 0.91 0.90 0.89 0.74 0.89 0.92 0.93 0.93 
Mean absolute error 0.02 0.20 0.06 0.05 0.04 0.04 0.17 0.19 0.04 0.02 0.23 0.25 
Root mean squared error 0.07 0.09 0.16 0.17 0.15 0.15 0.22 0.27 0.21 0.16 0.29 0.31 
Relative absolute error (%) 3.6 5.8 13.3 16.4 9.8 12.2 37.4 53.8 10.0 7.7 52.3 70.5 
Root relative squared error (%) 15.1 22.2 34.5 41.0 30.8 35.5 45.3 64.2 44.7 39.3 61.5 74.9 
Case coverage (0.95 level) (%) 100 100 100 97.77 100 98.88 100 100 93.33 94.44 100 100 
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Fig. 6. Trend of right ear audiometric data with different occupational groups after k-
means cluster analysis 

 
3.3 Discussion 
 
It is noted that nearly all automobile vehicles are right hand drive in Kolkata city of India, the 
left ear of the drivers is near to the engine whereas the right ear faces the outside 
environment. Having said this, the data reported shows that the left ear is more affected at 
all tested frequencies than the right ear. This is probably due to the additive effect of the 
engine noise and the environmental sound that are localized around the left ear. Literature 
also reported that for left hand drive vehicles, drivers infrequently have a greater degree of 
hearing loss in their left ear. Although, the left ear is more affected in the Indian drivers, a dip 
in the hearing threshold at 4000 Hz frequency is very prominent in both the ears in all the 
groups that there is maximal the 4000 Hz sound hair cells normally reside [26]. 
 
This paper is an attempt to compare the techniques of unsupervised algorithm (EM, k-
means, LVQ and SOM) with those of the supervised learning one as we work on the three 
categories of audiometric data. SOM happens to be used under both learning algorithms 
because it studies as well as clusters and classifies unstructured and structured portions of 
audiology records [6]. The results of four different clustering algorithms in this study are 
shown in Table 2, which reflect that formation of clusters are similar in k-means, LVQ and 
SOM for the left ear is in accordance with earlier study [10]. However, the formation of 
clusters with the right ear audiometric data showed variable distribution. 
 
The supervised algorithm requires data samples with their respective class labels [18], 
hence the inconclusive metadata and their class labels were supplied to it. Naïve Bayes 
Classifier recorded as accurately classified (98.8%) for ears data. Except for the RBF 
classifier’s result for the right ear data, Kappa statistics revealed that results from all other 
classifiers are well above the acceptance region of 0.8 [27]. This result verifies that the 
classification of the data was good enough, irrespective of the fact that the RBF classifier for 
right ear allows drawing of tentative conclusions [27]. In a study [7], auditory brainstem 
classified using Naïve Bayes Classifier (NBC), Support Vector Machine Multilayer 
Perceptron and KStar algorithms. NBC achieved the accuracy of 83.4% and specificity of 
86.3% [7], which is considerably lower than the results obtained by each one of the algorithm 



 
 
 
 

Majumder and Sharma; JSRR, Article no. JSRR.2014.23.004 
 
 

2970 
 

in our study. The high accuracy of supervised learning algorithms, cross validated with 10-
fold cross validation as shown Table 4 tends to predict the class of audiometric data when a 
new data without a class label is applied. 
 
4. CONCLUSION 
 
Our research findings concerning the use of unsupervised and supervised learning of 
audiometric data can be used to train the classifier for predicting the cluster of the newly 
generated (or unseen) cases. 
  
Audiometric data can now be easily and appropriately classified. The NBC recorded as more 
accurate for both left and right ear audiometric data. In terms of the overall classification 
accuracy, all the classifiers have shown consistent, relatively high performance except the 
RBF classifier for right ear, allowing the drawing of tentative conclusions. This indicates the 
feasibility of using machine learning and statistical classification models for the audiometric 
data. This would be an effective tool toward hearing conservation programs by classifying 
the audiometric status of individuals exposed to noisy environment, especially the workplace 
noise. 
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